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Abstract

This paper presents a clustering algorithm for dot pat-
ternsin n-dimensional space. The n-dimensional space of-
ten represents a multivariate(n ; -dimensional) functionina
ns-dimensional space (n, + n; = n). The proposed algo-
rithm decomposes the clustering probleminto the two lower
dimensional problems. Clustering in » ¢-dimensional space
isperformed to detect the sets of dotsin n-dimensional space
having similar n;-variate function values (location based
clustering using a homogeneity model). Clustering in n-
dimensional spaceis performed to detect the sets of dotsin
n-dimensional space having similar interneighbor distances
(density based clusteringwith a uniformitymodel). Clusters
in the n-dimensional space are obtained by combining the
resultsin the two subspaces.

1. Introduction

Clustering explores inherent tendency of a dot pattern
to form sets of dots (clusters) in multidimensional space.
The multidimensional space represents parameters of some
phenomenon, for example, image texture may contain over-
lapping multipletextureshavinginherent densities (onesub-
space) with different colors or shapes of texels within each
texture (another subspace). Thispaper presntsanew cluster-
ing method that separates the n,-dimensiona spatia (e.g.,
location and density) and n ;-dimensional intrinsic proper-
tiesrepresented by thedot distribution (n,+n; = n). Inthis
sense it differs from many of the existing methods (single
link, complete link, minimum spanning tree, Zahn's clus-
tering, nearest neighbors, Voronoi neighbors, K-means and
mode seeking [6, 3, 2, 11, 10, 1, 8,9, 5, 4]). The clustering
problem is decomposed into two lower-dimensional prob-
lems. The dot pattern in n-dimensiona space is projected
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onto the two subspaces. The specific choice of subspaces
is determined by the application at hand. Clustering is per-
formed in each subspace and the results then combined.
Thus, clustering is viewed as an extension of the prob-
lem of segmenting a noisy multivariate multidimensional
function. A location uniformity mode for clusteringisused
in ns-dimensiona subspace (modeling uniform sampling)
to detect clusters with similar interior distances between
dots (density based clustering), and a homogeneity model
for clusteringisused in n s -dimensional subspace (modeling
constant multivariatefunction values) to detect clusterswith
similar locations of dots (location based clustering). Sim-
ilarity is defined as the Euclidean distance, eg., between
two interior distances or two locations. The two modelsare
used in the corresponding two subspaces and the links and
dot locations are clustered using a new method. Overall
clustering is carried out by clustering the two dot patterns
independently inn, and n; dimensional subspaces and then
combining the results. Hierarchical organization of clusters
is obtained by (1) varying the degrees of uniformity < and
homogeneity 6 to create severa clusteringsand (2) capturing
the rel ationship among the detected clusters as afunction of
uniformity ¢ and homogeneity 6. The proposed clustering
method can be related to the graph theoretic algorithms.

2. Uniformity and homogeneity based cluster-
ing

First, a mathematical framework is established in sec-
tion 2.1. n-dimensiona (nD) points are projected onto
the two lower dimensiona subspaces giving rise to the
ns-dimensional (n, ) sample points and n ¢ -dimensional
(ny D) attribute points. Clustering of sample pointsis pro-
posed with the uniformity model in section 2.2 (uniformity
of sample point locations or homogeneity of interior link
distances). Clustering of attribute pointsis proposed with
the homogeneity model in section 2.3 (homogeneity of point
locations). A procedure for hierarchical clustering is out-
linedin section 2.4. Theresult isexclusive (nonoverlapping



clusters), intrinsic (no a priori knowledge), agglomerative
(grouping points) and a graph based hierarchica classifica-
tion of a dot pattern.

2.1. Mathematical formulation

An nD dot pattern is defined as a set of points p; with
coordinates (x1, x2, - - -, &n,, f1, fo, - -+ fn, ), Which repre-
sent a discrete sample point z; =(z1, %2, -, ¥,,) and a
discrete attribute point f(x;) =(f1, f2, - - -1 fa,) inthetwo
n, and n; dimensional subspaces. f isdefined asamapping
fiR? — R"f at sample pointsz;.

Dissimilarity measure d of two dots p; and p, isdefined
by the Euclidean distance of the minimum path between p;
and p; (denoted aslink I, ,,,), i.e., d(lp, »,) = || p1— P2 ||-

Given sample points ;, alink is assigned to every pos-
sible pair of sample points. All links over given sample
pointsz; create acompletegraph H = {l5,, »,, = Iz }. Let
us suppose that al links from a complete graph H are par-
titioned into nonoverlapping clusters of links C'L,,,, where
m isthe index of acluster. The uniformity ¢ of one cluster
of links C'L,, (denoted as C'L:,) isvalid if for al links {;,
inthe cluster C'L;, thefollowingistrue:

(1) A connected graph G(C'L:,) C H iscreated, i.e, if
every sample pointisavertex in thegraph then apath exists
between any two vertices in the connected graph.

(2) Distances d({; € CLt,) associated with links /;,
vary by no more than ¢, i.e, | d(ly € CL,)) — d(l» €
CLg)) |< . We can write that all links [, € CLg,
must have link distances within an ¢ wide distance inter-
va d(l) € [dmiap(CL;,) = 5, dmiap(CL5,) + 5], where
dmiap(C L%, ) isthe average va ue of the maximum and min-
imum link distances from the connected graph G(C'L:,);
dmiap(CLE,) = F(max{d(ly)} + min{d(l;)}) (see Fig-
ure 1).

Having the final partition of all links [; into clusters
of links C'L,, with e-uniformity, we can obtain the fina
partition of sample points «; into clusters of sample points
OS5 with e-uniformity based on the priority of minimum
averagelink distanceswithin clusters of links (the minimum
spanning tree of clustersof links C'L¢)).

Let us suppose that al attribute points f(x;) are par-
titioned into clusters of attribute points C'F;, where j is
the index of a cluster. The homogeneity 4 of one cluster
C'F; (denoted as CF].&) is defined as the maximum distance
between any pair of attribute points from the cluster, i.e,
| f(x1 € CF))— f(z2 € CF]) ||< 6. We can dso write
that any attribute point f(z;) € CF/ must have a loce-
tionwithinan n; D sphere f(x;) € Sph(Center = f,,;4,;
radius = %), where f,,,;4, has the coordinates of the mid-
dle attribute point from the two attribute points f(z,) and
f(z¢) being the most distant; || f(z,) — f(z¢) ||= max{]|
f(ai1) = f(riz) [} ad fniap = 3(fg) + f(r1)). The
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Figure 1. Uniformity and separation of clus-
ters of links.

Uniformity and separation of clustersof linksareillustrated
on the axis of link distances d(/;). Clusters of links with
e-uniformity contain links with link distances occupying ¢
wideinterval ontheaxisof link distances(C'L3, C' L5, C'L3).
Separation of any pair of clusters of links, which share at
least one common sample point z; by their links (C'L3,
CL5), is defined as oy, = min{| d(ly € CL5) —d(l €
CL5) |}. Thereisno separation defined between clusters of
links, which do not share at |east one common sample point
(CL3,CLY).

5-homogeneity of a cluster isillustrated in Figure 2.

Definition 1 e-uniformity and é-homogeneity based dot
pattern clustering.

Given the uniformity parameter ¢, the homogeneity pa-
rameter § and nD dots p; = (x5, f(2;)), (¢, 6) based dot
pattern clustering partitionsnD dotsp; into a set of clusters
£ such that the clusters € (¢ isthe index of a cluster)
satisfy the following properties:

1. e-uniformity of sample points ;.

2. 5-homogeneity of attribute points f(x;).

3. Cluster intersection; C;" N C5," = Ofor all t1 # t2.
4. Cluster union; U(Jf’é = Up;.

2.2. Clustering of sample paints x;

The clustering method for unknown clustersof linkshav-
ing alarge separation of link distances with respect to their
interior uniformity is proposed first in 2.2.1. Statistica de-
scriptors of clusters are introduced to cope with unknown
clusters of links having a small separation of link distances
withrespect totheirinterior uniformity in 2.2.2. Descriptors
and asequentia decrease of the number of linksreduce com-
plexity of the proposed clustering method. The clustering
algorithmis provided a theend in 2.2.3.
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Figure 2. Homogeneity and separation of
clusters of 2D attribute points.

All attribute points from one 6-homogeneous cluster are
within a sphere having center a f,;4, and radius % (see
C'Fy). Separation «; of apair of clustersis defined as the
minimum distance between two attribute points each from
one cluster; ay = min{|| (f(z;1) € CFY) — (f(zi2) €
CF) |1}

221 Theclustering method for modelled clusters

Let us suppose that M nonoverlapping s-uniform clusters
of links{C'L¢,; m = 1,..M } are created from a complete
graph H = {l;} over sample points «;. Let us assume
that for &l pairs of clusters of links C'L:,;, C'L:, , sharing
at least one sample point z; by their links, the separation
«s Of link distances is more than their interior uniformity «
as > ¢; (see Figure 3). This scenario represents amodelled
dot pattern.

An unknown cluster of links C'L$,, can be created from
any link {1 € CL:, by grouping together all links I
satisfying the inequality | d(lx1) — d(lz) |< e. The e-
uniform cluster C'L¢, isidentical with the 2z-uniform clus-
ter C'LZ created fromthelink [, suchthat d,,iqp = d(lz1);
| dmigp — d(ly) |< € and dp,i4, Was defined in section 2.1.

Starting from individual links

clustersof linksC'L¢, can be created by grouping
those links I;1 and [;, together, which (1) are
connected (/1 and [ share one common point
z;) and (2) lead to identical 2c-uniform clusters
CLE = CLE, = CLs,.

Let us order clusters of links C'L:, = {I;}2 based
on their average link distances (first moments dism (1 €
CL,) = M—lm S M d(ly € C'Ls,)) from the shortest av-
erage link distances to the longest average link distances;
dlstm(lk c CLi) < dlstm(lk c CLE) < ... < dlstm(lk c
C'Ljy). Then clusters of sample points C'Ss are uniquely
derived from the cluster of links C'L$, by using minimum
spanning tree of C'L:, with the link distances equa to
distm (I € CL3,)). Thuslinks !, € C'Lj from the ordered
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Figure 3. Link distances for C'L;, and C'LZ.
An ¢-uniform unknown cluster of links C'L;, with alarge
separation of link distances with respect to its interior uni-
formity «s > ¢ contains the same links as any created
2e-uniform cluster (JL,ZkE from a link I € CL:, (see
CLE = CL3).

set of C'L;, will assign labelsto sample pointsz; first, then
links{; € C' L for the remaining unlabelled sample points,
etc.
Proposed clustering of sample points z;
(1) Cresate 2=-uniform clusters of connected links (JL,ZkE for
each link ;. (2) Compare al pairs of 2¢-uniform clusters
CL# and C'LZ, which started from links /1, I, sharing one
samplepoint ;. (3) Assignlinksintoclustersof linksC' L2,
based on comparisons. (4) Map uniquely aready created
clustersof links C'L;, into clusters of sample points C'57 .
These four steps of the proposed clustering method for a
modelled dot pattern («; > ¢) are applied to any dot pat-
tern having unknown clusters of links with large or small
separation with respect to their interior uniformity; «; > ¢
or oy < e. Peformance improvement of the method is
achieved by using cluster descriptors for the comparison of
2¢-uniform clusters in the step 2. Exhaustive comparison
of two clusters is replaced by comparing two vaues (de-
scriptors), which leads to a reduction of the computational
complexity. Reduction of the computational complexity is
improved even more by sequentially decreasing the number
of the processed links.

2.2.2 Complexity reduction and performanceimprove-
ment

A. Descriptors of clusters C'LZ:
A simplified comparison of two 2¢-uniform clusters (JL,ZkE
can be performed using descriptors D((JL,ZE) derived from
link distances d(l; € C'L{). The descriptor was selected
as the mean estimator (first moment) of the correct link
distances ji,, within a cluster CL;,; D(CLY cope ) =
digim(l; € CLE) = 7= Y10k d(l; € CLE) o .
Analysis of clustering accuracy using descriptors for



as > ¢ and oy < ¢ led to simplified comparisons of
pairs of clusters C'L# and C'LZ in the form of inequal-
ities | D(CLZ) — D(CLY) |< e rather than equalities
D(CLZ) = D(CLZ) if two links /1,1, are going to be
assigned to the same cluster (cluster detection approach).
Inequalities improve the noise robustness of the method
(decrease probability of misclassification).

B. Number of links:

Thenumber of processed linksisdecreased by merginglinks
intheorder of thelink distancesd(/; ) (fromtheshortest links
tothelongest links) into C' ¢, and deriving clusters of sam-
plepoints C'S7 immediately. No other links, which contain
aready merged sample pointsz; € ('S, will be processed
afterwards. When the union of all clusters of sample points
includes al given sample points (UC'S? = Ux;) then no
more links are processed.

2.2.3 Clusgtering procedure

(1) Calculate link distances d(!;;) for the complete graph H
over sample points x;.

(2) Order d(!1;) from the shortest to the longest.

(3) Create 2=-uniform clusters of links (JL2€ for each indi-
vidual link [ such that d(I;) = dmigp < d(ll) + ¢ of the
cluster C'LZ.

(4) Calculate descriptors dyg i, (C'LE).

(5) Group together connected pairs of links [1 and ;2
into a common cluster of links C'L¢, if | disim(l €
Clejl) distm (I € CL,M) |<e.

(6) Assign those unassigned sample pointsto clusters C'S3,
which belong to links creating clusters C'L3, .

(7) Remove dl links from the ordered set, which contain
already assigned sample points.

(8) Perform calculations from step (3) for d(l1) = d({1) + ¢
until there are unassigned sample points.

2.3. Clustering of attribute points f(z;)

Clustering of attribute pointsis anal ogous to the cluster-
ing of sample pointswith replacing links by attribute point
locations. The clustering method for unknown clusters hav-
ing a large separation with respect to their homogeneity
ay > 6 isderived firgt.

Proposed clustering for attribute points f(z;)

(1) Create 26-homogeneous clusters CFfzf ) for every at-
tribute point f(z;). (2) Compare pairs of clusters CFfzfx )-
(3) Assign attribute points f(z;) to clusters CFf based on
compari sons.

Unknown clusters CFf having a small separation with
respect to their interior homogeneity oy < ¢ are tackled
by using descriptors of 24-homogeneous clusters in the
step 2, which estimate the correct centroid value y; of at-

tribute points within a cluster C'F/; (CFfz(éx Jecrs) =

My (e
fr(f(z) € CFR,,) = 55 X2i™ (flo) €
CFfz(x )) o p;. The clustering algorithm is provided next.

Clustering procedure

(1) Create 26-homogeneous clusters CFfzf N
tribute point f(x;).

(2) Calculate descriptors fisim(f € CFfzfx ))

(3) Group together attribute points f(z1) and f(x2) into a
common cluster C'F/ if | fusm(f € CFF,, )= fisim(f €

CFEp) I8

for each at-

24. Hierarchical clustering

A hierarchy of clusters of dots C* is defined as a com-
bination of the hierarchy of clusters of links C'L;,, and the
hierarchy of clusters of attribute points CFf for varying
uniformity and homogeneity parameters (¢, ). Clusters
of links or attribute points are organized hierarchicaly by
allowing the clusters only to grow for increasing parameter.

Thehierarchy of clustersof linksC'L;, and clustersof at-
tributepointsC Ff isguaranteed by modifyinglink distances
and attributepointswithin created clustersat each parameter
value (e, §) tothefirst momentsof link distances dis¢m (Ix €
C'Lg,) and attribute points fisim (f(z;) € CFf) for per-
formed agglomerative clustering.

3. Performance evaluation

Theoretical and experimental eval uations are focused on
(1) clustering accuracy and (2) performance for rea ap-
plications. Clustering accuracy is tested for (1) synthetic
(modelled) dot patterns and (2) standard test dot patterns
(80x, IRIS), which were used by severa other researches to
illustrate properties of clusters (80x isused in [6] and IRIS
in[7,6]). Experimenta resultsare compared withfour other
clustering methods (singlelink, completelink, FORGY and
CLUSTER). In addition, experimental performance of both
proposed methods is tested using dot patterns from [11] to
compare clustering resultswith the two rel ated methods, the
Zahn's clustering [11] (¢-uniformity method) and the cen-
troid method [6] (6-homogeneity method). Experimental
results for real applications are conducted for dot patterns
obtai ned from botanical analysis of plantsand imagetexture
analysis and synthesis.

From all aforementioned experiments we show only one
result of image texture detection to demonstrate an excep-
tional property of the proposed clustering method with re-
spect to al other known clustering techniques.

A synthetic image with three overlapping textures hav-
ing different densities of circles (texels) contains subset of
circles having different color. Created gray scale image is
shown in Figure 4 (top). The image was segmented and
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Figure 4. Image with overlapping transparent
textures.

Top - original syntheticimage. Bottom - ¢-uniformity clus-
tering of adot pattern obtained by taking centroid locations
of detected regionsin the segmented synthetic image; clus-
tersare denoted by numerical labels(6 for largecircles, O for
middlesizecirclesand 26 for small circles) and are detected
at the uniformity velue e = 0.1.

2D dots were obtained as centroids of detected regions. «-
uniformity clustering of a dot pattern provided separation
of the three different textures shown in Figure 4 (bottom).
The texture separation was successful despite partial oc-
clusion of circles an therefore irregularity of dot locations
obtained from segmented regions. Within each detected
texturea 6-homogeneity clustering grouped together circles
with similar color.

4. Conclusions

We have presented anew hierarchical clustering method
that decomposes the n-dimensional clustering problem into
two lower dimensional problems. Decomposing allows us
to apply two different models to n-dimensiona dots, the
g-uniformity model in n,-dimensional subspace and the é-
homogeneity model inn ;-dimensional subspace (n,+n; =
n). A new -uniformity method for density based clustering
isproposedfor n; D spatia points. Theuseof density allows
usto detect multipleinterleaved noisy clustersthat represent
projectionsof different clusters on transparent surfaces into
asingleimage. $-homogeneity clustering is proposed for
n s D attribute pointsto detect intrinsic property represented
by dots.
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